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Denote by Rpq [a, PI, or R pq when context permits, the class of rational
functions r(x) with numerators p(x) of degree not exceeding p and
denominators q(x) of degree not exceeding q, and such that q(x) *- 0 for
x E [a,PJ. That is,

Rpq[a,PI= \P(X» :p(x) = ±aixi,q(X)= ±bixi,q(x»Oon [a,p]1 (1)Iq (x i~O i~O \

Let {xii;: 1 be a set of points belonging to [a, PJ such that

a ~ x I < ." < x m ~ p. (2)

If an approximation r(x) to f(x) provides a local minimum of the sum

m m

L: IE(xi)1 = L: Ir(xJ - f(x i) I
;=1 ;=1

(3)

call it a best local /[ approximation to f over the set {xtl.
Problems of existence, uniqueness and degeneracy are discussed in

Refs. [2-7] and in the papers to which they refer. It is known that best
approximations may not exist, and when they do exist there may be minima
which are local rather than global. One point of contrast between /00
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approximations and I) approximations is that best 1
00

approximations can
have degeneracies of high order, whereas although a best I) approximation
can be degenerate, the degeneracy can be at most of order I, and can only
occur if r(x) = f(x) and r(xm) = f(xm). Accordingly degeneracy is not
considered a serious problem and throughout this article attention is paid
exclusively to the nondegenerate case.

Discrete I) problems present special difficulties when one seeks to charac
terize (local) best approximations. The error functional will typically not be
differentiable at a local best approximation so that standard results from the
calculus are not directly applicable. Also, the powerful characterization
theorems often available for the 100 case do not have counterparts for the I)
problem. Nevertheless, using one-sided derivative techniques it is possible to
develop necessary conditions for a local best approximation and also to
develop sufficient conditions for a local best approximation. The conditions
developed below are well known in the linear case [8] but have not been
used in practice due to the apparent complexity of the conditions themselves
and to the efficiency of linear programming methods for linear I) problems.

Our principal aim in this paper is to show how the conditions given later
can be applied in a reasonably simple way in the case of rational approx
imation (although other nonlinear families could also be considered). The
following elementary lemma is the basis of the analysis.

LEMMA. Let cfJ: S c Rn
~ R, S open, be such that there is a closed ball

Be S of radius ro> 0 centered at X o E S such that (a) lim.qo
(cfJ(X+AU)-cfJ(X»/A=:cfJ'+(X,u) exists for all xEB, uERn. (b) The map
D(x, u, A) =: (cfJ(x +AU) - cfJ(X»/A is bounded on B XP X [0, rol and is
jointly continuous in u and A for each fixed x E B, where
p = {u E Rniliull = I} and D(x, u, A) is defined by (a) if A = O.

Suppose cfJ'+ (xo, u) >0 for each u E p. Then Xo is an isolated local
minimum of cfJ. Conversely, if Xo is a local minimum of cfJ, then
cfJ'+ (xo, u) ~ 0 for all u ERn.

Proof By (b), infllulI =) {cfJ'+(xo' u)} == m > O. Now suppose that X o is not
an isolated local minimum of cfJ. Then there exists a sequence {xv} ~ X o such
that cfJ(xV>~cfJ(xo)' Let uv=(xv-xo)fllxv-xoll, Av=llxv-xoll. Then
D(xo' Av ' uv ) ~ 0 and we can assume without loss of generality that
U v ~ u* E p. Then
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for all v sufficiently large, where
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u -u*
Vv = II u: - u* II '

Thus, -m1211 Uv - u* II ~ D(xv' vv' ov) for all v sufficiently large which
contradicts (b). The fact that I[J~ (xo, u) ~ 0 is necessary for X o to be a local
minimum of I[J is clear. I

To apply the lemma to the rational II approximation problem, let
l[J(a, b) == z=r= I I(p(a, xi)/q(b, Xi)) - f(x;) I, where

p(a, x) = ao+a. x + ... +apxP

q(b,x)= 1 +blx+ .. , +bqxq

Then a simple calculation shows that

_ '" (E( b )) [P(v, Xi) q(b, Xi) - (q( W, X;) - 1) p(a, Xj)]
- L sgn a" Xi 2(b )

ieN q ,Xi

2:: Ip(v, Xi) q(b, Xi) - (q(W, X;) - l)p(b, xi)1
+ ieZ q2(b, Xi)

where u = (vo"'" vp' WI"'" wq), v = (vo"'" vp), W= (WI'"'' wq), E(a, b, x) =
(p(a, x)lq(b, x)) - f(x), Z = {j E p,...,m}: E(a, b, x) = O} and N = ZC.

Note that the normalization bo= 1 has been made in defining q(b, x).
Without this or some other normalization, the condition I[J~ (a, b, u) >0 for
u "* 0 would be impossible to satisfy, even in the nondegenerate case. We
now have the following theorem.

THEOREM. In the notation above, the point (a,b)=(ao,a l ,... ,
ap' b l •• , bq ) is a local minimum of the function l[J(c, d) = L:f= I

I(P(c, xi)/q(d, Xi)) - f(x i)I if
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holds for all v E RP+ \ wE Rq, (u, w)"* (0,0).
Conversely, if (a, b) is a local minimum of ([1, then

I
L sgn(E(a, b, Xi)) [P(v, x;) q~b, Xi) - (q(w, x;) - 1) pea, Xi) 11

iEN q (b, Xi)

:< y Ip(v, Xi) q(b, Xi) -2 (q(w, Xi) - 1) pea, Xi) I
fa q (b, Xi) (6)

holds for all v E RP+ I, wE Rq.

Proof Using (4) it is simple to check that the conditions of the lemma
are satisfied. Then (5) and (6) represent the application of the lemma taking
into account the fact that when (v, w) is replaced by (-v, -w) in (4), the
sign of the first sum in (4) changes, while that of the second sum does not.

Remark. It is not difficult to see that (5) cannot hold unless the rational
function rex) = pea, x)jq(b, x) is nondegenerate. It is also easy to see that the
theorem is valid if any of the other coefficients of the denominator are
normalized to one. In practice, normalizing bo or bq would occur most fre
quently.

To simplify notation we shall use the abbreviation h; for hex;),
i = 1 ... m, where h is an arbitrary real valued function on {x I"'" x m }·

Moreover, if rex) = p(x)jq(x) is an arbitrary member of Rpq let
E; = r(x i ) - f(x i) and ai = sgn(E;), i = 1,2,... , m.

In order to apply the theorem first consider the matrix

A~C
x1ql x~ql -PI -X1Pl -xjpl

, ). (7)

qm xmqm x~qm -Pm -xmPm -xi"Pm

where rex) = p(x)jq(x) is given and let A', 1=0, 1,..., q denote the matrices
formed by deleting the P + I+ 1st column of A. (The matrix A' thus
corresponds to the normalization b I = I in the denominator of r(x).) It
follows in a straightforward way by use of elementary column transfor
mations that if rex) is nondegenerate then A and each A' (I = 0,..., q) have
rank p + q + 1 and this is true of any submatrix using at least P + q + I
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rows of A or AI (l = 0,..., q). Denote the rows of A by R i , i = 1,... , m and let
R:, i = 1,..., m denote the rows of A I, 1= 0,... , q. When context permits, we
suppress the superscript I when referring to the rows of AI. Now assume I is
fixed and define cby

(8)

This definition sets up a one-to-one relationship between rational functions
F(x) (with coefficient 51 = 1) and vectors C. From (7) it follows that

i= 1,... , m, (9)

where (.,.) is the usual inner product on RN
, N = p + q + 1.

Suppose the rational function r(x) (with hi = 1) interpolates f in k
points Xl' , ... , Xi , where k ~ p +q + 1. Consider first the case k <p +q + 1.

I k

Let B be the submatrix of A I consisting of the rows R i , ... , R " and suppose
I k

the rows are renumbered if necessary so that they are respectively the rows
i = 1,... , k. The index set Z will be {l, 2,... , k} and N will consist of the
indices {k + 1,..., mi. Determine a set of vectors Up,," Uk by the relations

(Kronecker delta with i,j = 1,..., k). (10)

The system Bx = 0 has p +q + 1 - k independent solutions, say,
u k+ 1"'" u p+q+ I' The set {up ... , Uk' Uk + 1"'" Up +q + d is independent and hence
forms a basis for RP+q+l. Thus the polynomial pair (ft, if) (where
F(x) = fl(x)jq(x) E R pq has 51 = 1) corresponds to a vector cin Rp+q+ 1 which
can be expressed uniquely in the form

(11 )

Let S= {k+ 1,...,p+q+ l}.

CLAIM. If r(x) minimizes Li IEil then

and

for each iE Z

for each i E S.

(12)

(13)

On the other hand, if r(x) satisfies (12) and (13) with strict inequality in
(12), it is a strict local minimum of Li IEil·
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p+q+ 1 I m (R )'" I I '" aj
j' U;::;;; L Y; L 2

;~I j~k+1 qj

Proof We will prove sufficiency since the same techniques will also give
the necessity part of the claim. Thus assume (12) and (13) hold with strict
inequality in (12). We will show that (5) of the theorem is satisfied. Thus,
from (9) we have

I
£ aiftjqj - (fj - xj) Pj I

j~k+ 1 qj

= I £ aiR;, c) I
j~k+ 1 qj

1

m a· p+q+1 Ip+q+1 m aiRj, U;) I
j~~+ I qJ ;2;1 y;(Rj , u;)1 = ;2;1 y; j~~+ I qJ

1

= L IY;II £. aj(R
j
; u;) I

;eZ j~k+l qj

(by (13))

< L IY;I I(R;'2
U

;) I (by (12)) = L I (R;; C) I
ieZ qi ieZ qi

= L /P;q;- (q~-xDp; I
;eZ q;

and so (5) holds. Thus by the theorem r(x) = p(x)/q(x) is locally uniquely
best and the sufficiency part of the claim is proved. I

It is not difficult to see that in fact (12) and (13) with strict inequality in
(12) are equivalent to (5). Thus (12) and (13) form a computational
approach to (5). It is also easy to check that if (12) fails (strictly) for some i,
then r is not a locally best approximation. If k = p +q + 1 we can proceed
as above, the only difference being that the set S is empty so condition (13)
is not used. Since the case k = p + q + 1 is the most frequently encountered,
we shall examine it in more detail with the aim of simplifying the
computational procedure even further.

Thus, assume that r(x;).=f;, i = I,... ,p +q + 1 and that r(x) is
nondegenerate. Since the matrix A has rank p +q + 1 (as does any
submatrix consisting of p +q + 1 rows) it follows that all rows
Rp+q+2,...,R m of A can be uniquely expressed as linear combinations of
R p ••• , Rp+q+ I' (Since r is nondegenerate, the same statement is valid for any
appropriate Al with rows RL...,R~.) In particular, there are uniquely deter
mined constants A1,... ,Ap +q +1such that

(14)
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CLAIM. If IAil < 1, i = 1,... ,p +q + 1 then r(x) is a local best II approx
imation to f If IAi I > 1for some i, then r(x) is not a local best approximation
tof

Proof Pick an / E {O, 1,... , q} such that the coefficient bl of q(x) is
nonzero. Then, without loss of generality, b l = 1. Consider the corresponding
matrix AI. Then (14) holds with each R i replaced by R: and hence for an
arbitrary nonzero vector c in RPH+ I we have

p+q.. +1 I(R! c I p+q+1 I (R! C'
= \-, -"- > L lA-I I' oj

1::1 q~ ;= I 1 q~

I(
p+q+1 AR~ ) I I( m (J.R~ ) I2 \~ _,_' ~ - '\' J J ~

"'" ....... 2' C - L.. -2-' C
;=1 q; i=p+q+2 qj

= I. f ((Jj~J ,c) I= I. f (Jj [Piq; - (q~ - x:) Pi] I
l=p+q+2 qJ '=p+q+2 q,

and since c is arbitrary we see that (5) of the theorem holds and r(x) is
locally best. If IA;I > 1 for some i, then it follows immediately by letting
c= ui that (12) fails and so r is not locally best. I

Remark. If IA; I,,;;; 1, i = 1'00" P + q + 1 but A; = 1 for some j, then terms
of higher order in the expansion of LIEil could be used to help decide if r(x)
is locally best.

Applications of this last test were made in the case of two approximations
discussed in the article by Barrodale and Mason [1]. The first of these to be
discussed here is their Example B3(b) which can be stated:

Given the function

f(x) = I,

=0,

=-1,

x = 0, 0.2, 0.4

x=0.5

x = 0.6, 0.8,0.10,

find a best /1 approximation in the class R 22' The algorithm being tested by
Barrodale and Mason produced an approximation which could be written in
the form

r(x) = P2(X) = 12 - 29x + lOx
2

.

Q2(X) 12-41x+40x2
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First construct the table:

x q(x) p(x) rex) f(x) rex) - f(x)

0 12 12 1 1 0
0.2 27/5 33/5 33/27 1 2/9 sgn(r - f) = +1
0.4 2 2 1 1 0
0.5 3/2 0 0 0 0
0.6 9/5 -9/5 -1 -1 0
0.8 24/5 -24/5 -1 -1 0
1.0 11 -7 -7/11 -I 4/11 sgn(r - f) = +1

The matrix A of this article is given by

12 0 0 -12 0 0
27/5 27/25 27/125 -33/5 -33/25 -33/125

2 4/5 8/25 -2 -4/5 -8/25
A= 3/2 3/4 3/8 0 0 0

9/5 27/25 81/125 9/5 27/25 81/125
24/5 96/25 384/125 24/5 96/25 384/125

11 11 11 7 7 7

Multiplying row Aj by l/qJ, and rearranging rows so that those which
correspond to points of interpolation occur first, the resulting matrix is

1/12 0 0 -1/12 0 0
1/2 1/5 2/25 -1/2 -1/5 -2/25
2/3 1/3 1/6 0 0 0
5/9 1/3 1/5 5/9 1/3 1/5

5/24 1/6 2/15 5/24 1/6 2/15
5/27 1/27 1/135 -55/243 -11/243 -11/1215
1/11 1/11 1/11 7/121 7/121 7/121

When cleared of fractions on the left side, the equations to be solved for
AI"'" As become

6A] + 3M2+ 48A3 + 40A4 + 15As = 19.878788,

6A 2 + IOA3+ 10"'4 + 5",s = 3.838384,

12"'2 + 25"'3 + 30"'4 + 20",s = 14.747475,

-6"'1 - 36"'2 + 40"'4 + 15",s = -12.131007,

- 6"'2 + 10"'4+ 5",s= 0.377512,

- 6"'2 + 15"'4 + lO"'s = 3.659831.
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The solution of this system is

AI = 1.038262,

A2 = 0.204062,

A3 = 0.101213,

A4 = -0.336088,

As = 0.992552.

279

Since IA 1 1 > 1, the function rex) being tested is not a local minimum of
L 1rex;) - I(x;) I· This conclusion is in agreement with the findings of
Barrodale and Mason.

The second approximation to be considered is Example A 1 which is:
Given the function I(x) = eX at 21 equally spaced points on the interval

[-1,1], i.e., the points -1, -0.9, -0.8,..., 0.8, 0.9, 1, find a best /1 approx
imation in the class R 22'

The result found by Barrodale and Mason was the rational function

rex) = P2(X) =Po +PIX +P2 X2 = 1.00006 + 0.50876x +0.08603x
2

Q2(X) 1 +Qlx +Q2x2 1 - 0.49103x +0.07780x2

The results of calculations stated below were obtained by use of the
University of Guelph computing facility. By making the assumption that the
function to be tested was an interpolant of eX at XI = -0.9, Xl = -0.4,
x 3 = 0.2, X 4 = 0.7, and X s = 0.9, the rational function obtained was

rex) = 1.000061 +0.5087647x +0.08603436x2

1 - 0.4910249x +0.07779443x2

The matrix whose rows are respectively

was calculated to be

0.6644805
0.8272289
I.l050850
1.4400880
1.6100690

-2.7748270

-0.5980324
-0.3308915

0.2210172
1.0080610
1.4490620

-1.9488850

0.5382290
0.1323566
0.0442034
0.7056431
1.3041550

-2.3410450

-0.2701575
-0.5545085
-1.3497530
-2.8999770
-3.9601260

6.1793010

0.2431417
0.2218033

-0.2699507
-2.0299840
-3.5641120

5.2366760

-0.2188275
-0.0887213
-0.0539901
-1.4209890
-3.2077000

4.6271480
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Solution of the first five equations of the system

(

0.6644805 0.8272289 1.1050850 1.4400880 1.6100690) (AI)= -2.7748270
-0.5980324 -0.3308915 0.2210172 1.0080610 1.4490620 A, = -1.9488850

0.5382290 0.1323566 0.0442034 0.7056431 1.3041550 A3 = -2.3410450
-0.2701575 -0.5545085 -1.3497530 -2.8999770 -3.9601260 A. = 6.1793010

0.2431417 0.2218033 -0.2699507 -2.0299840 -3.5641120 As = 5.2366760
-0.2188275 -0.0887213 -0.0539901 -1.4209890 -3.2077000 4.6271480

gave

AI = -0.85476,

,1.2 = 0.44233,

,1.3 = 0.36591,

,1.4 = -0.98901,

As = -0.96447.

According to the test the approximation found is a local minimum since
each 1,1.;1 < 1, i = 1,...,5, and this agrees with the surmise of Barrodale and
Mason.

The matrix which enters the calculation can in some cases be poorly
conditioned, and in order to determine the numbers {Ad as accurately as
possibly it may be necessary to use double or higher order precision, and
also to use a polynomial base other than the power polynomials, for
example, the Chebyshev polynomials.
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